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Abstract

Very deep convolutional neural networks (CNNs) yield state of the art results on a wide variety of visual recognition problems. Recent evidence also indicates that convolutional networks could benefit from an interface to recurrent neural networks (RNNs) with explicitly constructed memory mechanisms, which would help address the challenges of structured prediction by allowing for a form of iterative inference. We propose and evaluate a memory mechanism enhanced convolutional neural network architecture based on augmenting residual networks (ResNets) with a non-convolutional long short term memory mechanism. Our experiments yield results comparable to state-of-the-art results on a structured prediction task (specifically, face keypoint detection), but with much fewer parameters and a significantly lower computational cost. Interestingly, we achieve this with an extremely general-purpose architecture which also yields results among the top performing methods in an entirely different domain- classification- on the CIFAR-100 and CIFAR-10 datasets.

1. Introduction

Deep convolutional neural networks have recently exceeded human level performance on a number of tasks. As an example, residual networks (ResNets) have taken the top spot on the standard ImageNet evaluation, exceeding human performance in terms of the key top-5 error rate (He et al., 2015). Well known designs for deep convolutional neural network architectures such as ResNets and VGG architectures (Simonyan & Zisserman, 2014) currently do not have explicitly designed recurrent computation or memory mechanisms. However, as deep learning techniques are being applied to more and more complex visual recognition problems, the ability of CNNs to interface with recurrent processing elements and to manipulate memory contents outside of the traditional CNN processing pipeline becomes a seductive property. Our contribution is to propose and explore a novel CNN architecture with an interface to non-convolutional recurrent processing and memory manipulation elements. Here, instead of using a deep LSTM network as a mechanism that processes elements in a time series or in a specific pattern or sequence, we use its inputs as the abstract feature representations of a very deep CNN. In this way the LSTM mediates an interface between the recurrent processing elements, internal memory and the algorithmic state of an LSTM RNN with the features created by the layers of a CNN.

When used for structured predictions, each input step consists of features representing higher levels of abstraction in the CNN feature hierarchy, while each step of the RNN may serve as an iterative inference regarding the underlying structured prediction problem. This formulation thus not only affords such models the capacity to perform memory manipulation, but also provides alternative general purpose algorithmic processing operations that execute alongside classical convolutional network processing units.

As shown in the results section, we find that this architecture affords a significant reduction in the number of parameters and the computational cost over the state-of-the-art method (Recombinator Networks (Honari et al., 2016)), while increasing the loss on the 300W dataset (Sagonas et al., 2013) only marginally. We also find that the CRMN performs better than various ResNet baselines, even those with a significantly larger number of parameters and floating point operations. Remarkably, and for the first time to the best of the authors’ knowledge, this architecture is extremely general, and also provides results comparable to the best performing results at the time of writing in an entirely different domain – image classification – on the CIFAR-10 and CIFAR-100 datasets (Krizhevsky & Hinton, 2009). An earlier version of this work may be found at (Moniz & Pal, 2016).
2. Related Work

As deep networks optimized with gradient descent must deal with the issue of vanishing or exploding gradients, various architectures and mechanisms have been proposed to address the underlying issue. Deep residual networks have recently emerged as an extremely popular architecture that mitigates the vanishing/exploding gradient issue even for extremely deep networks, and are among the top performing architectures on the ImageNet, CIFAR-10 and CIFAR-100 benchmarks. Here, the residual connections composed of skip connections that are combined additively with the output of convolutional blocks of are used.

Recurrent neural networks (RNNs) also suffer from similar issues with vanishing and exploding gradients. LSTM RNNs were explicitly designed to deal with the issue through the manipulation of a memory cell having the property that gradient information can be captured and stored without degradation over many timesteps – or in our case, many network layers.

While recurrent convolutional networks (RCNs) have been used for video processing, typically feeding information from 2D CNNs into an RNN which creates the representation for the video, a recently proposed method for video processing (Ballas et al., 2015) has integrated CNNs with gated recurrent units or GRUs (Chung et al., 2014) both temporally and along the feature map hierarchy to form a stacked GRU-RCN. While this network is potentially very deep in terms of the temporal dimension, at 5 layers, it is shallow in terms of per frame abstraction depth. The positive impact of having a GRU recurrent network along the abstraction depth of a VGG grade CNN points to potential advantages of using more sophisticated RNN mechanisms along the feature abstraction hierarchy of extremely deep CNN architectures.

The Highway Network (Srivastava et al., 2015) architecture consists of a mechanism allowing 2D-CNNs to interact with a simple memory mechanism. In the case of a convolutional highway network, input layers are transformed using convolutional layers, the elements of which are either passed or blocked using a gating mechanism controlled by Transform and Carry Gates, which themselves are learned functions of the input. Highway Networks were found to not suffer from increasing depth, and converge much better than a regular deep CNN. This work further substantiates the notion that explicit memory mechanisms interacting with CNNs could be a potent combination.

Recombinator Networks (Honari et al., 2016) proposes a 2D convolutional structure that aims to leverage both coarse and fine grained features to accurately perform the structured prediction of facial keypoints, along with a denoising network to ensure that the system’s predicted keypoints conform to the typical keypoint layout. The architecture proposed points strongly towards the possible benefit of using a recurrent mechanism to help the network remember important coarse grained features (in the form of the features in the initial layers of the network), and combining these coarse-grained features with the fine-grained features typically observed at the output end of a deep network.

3. Convolutional Residual Memory Networks

The CRMN architecture (Figure 1) we propose drops an LSTM on top of a standard convnet architecture (in this case, a ResNet). Thus, the LSTM in our CRMN architecture takes views of the abstraction hierarchy as input, instead of a time series, with features increasing in abstraction as the series progresses (as opposed to changing in time). Before passing each feature map into the LSTM, we apply a meanpool sub-sampling on the feature map (which both cuts down the total number of parameters and training time, and also improves performance, likely due to the easier optimization of the now much lighter LSTM) and then flatten it. When the size of a flattened feature map is less than the maximum size (after the first ResNet block, when a convolution of stride 2 has been used), the features are zero-padded. Both the final hidden state output of the LSTM and the output of the global average pooling layer at the end of the ResNet are fed into a fully connected layer.

More precisely, we begin with a ResNet computational block following the formulation in (He et al., 2015). Define \( x_i \) as the set of all convolutional feature maps for layer \( l \) and \( W_i \) as all parameters for the layer. We use the output of a ResNet with 2-layer convolutional blocks denoted by the residual mapping function \( f(x_i, \{W_i\}) \) along with the identity mapping as the input to each LSTM unit after the element-wise addition with the previous layer. This implies the following formulation for our CRMN, where
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\[
c_l = f_l \odot c_{l-1} + i_l \odot s_l, \quad s_l = \sigma_c(W_{xi}x_l + W_{hc}h_{l-1} + b_c),
\]

where we use \( \tanh \) as the cell gate non-linearity \( \sigma_c \). The final output for the hidden unit update is given by

\[
h_l = o_l \odot \sigma_h(c_l).
\]

As discussed above and illustrated in figure 1, the final prediction is made using global pooling of the final ResNet layers and the output of the LSTM hidden state as input to a sigmoid layer (if the model is used for keypoint prediction) or a softmax prediction layer (if the model is used for classification, shown in 1).

4. Experiments

In most of our experiments, we observed that architectures trained for longer before a learning rate shift perform better on the validation set in general, so we train for at least \( m \) epochs, before the first learning rate shift, \( m \) being a hyperparameter. We make other learning rate changes a few epochs after the loss on the validation set stops decreasing. Since the architecture proposed in this paper can be divided into 3 sub-components: the Residual Network, the LSTM, and the fully connected layer, we explored a round robin learning rate (RRLR) schedule when updating the learning rate of each component sequentially, starting with the ResNet, then the LSTM, then the sigmoid layer.

4.1. Helen, LFPW and iBug Experiments

The additional LSTM mechanism in our formulation allows for a qualitatively different form of algorithmic manipulation which we conjecture can be particularly useful if the underlying task is more complicated than simple classification. When a structured prediction is desired, some form of internal inference procedure that accounts for the fact that a joint prediction must be made by the model is a desirable property and this fact in part motivated our design explored here. A number of recent papers have highlighted the relationships between recurrent networks and classical methods for structured prediction such as random fields and conditional random fields (Zheng et al., 2015). We therefore test the ability of an adapted CRMN to make a structured prediction for the well known task of localizing facial keypoints. In contrast to RCNs, here we use an LSTM which executes in parallel with the underlying CNN and which makes continuous valued keypoint predictions, i.e. performs multivariate non-linear regression.

We trained the model on the train sets of the AFW, Helen and LFPW datasets, and evaluated the performance on the test set (using a validation set to determine when to change the learning rate). All our hyperparameters are exactly as in (Honari et al., 2016), except that we use the round-robin learning schedule described above instead of the Adam optimizer (Kingma & Ba, 2014) (though we use the same starting learning rate)- we decrease the learning rate by a factor of 0.1, 0.5 and 0.2 successively.

We show how our CRMN fares vis-a-vis other methods and baselines in 1. To the best of our knowledge, the best performing method on these datasets is the Recombinator Network architecture. It is important to note that almost all other method of structured prediction and classification are fine-tuned specifically for the task, and would be difficult to extend to other use-cases. Further, the underlying CNN component of the models created here have not been designed for the keypoint prediction task – which is known to be important.

In brief, we find that this architecture reduces the number of parameters (by around 28%), and drastically reduces the computational cost (by a factor of around 23x) of the state-of-the-art method (Recombinator Networks (Honari et al., 2016)), while increasing the loss on the 300W dataset (Sagonas et al., 2013) only marginally (an increase of less than 8% on the Helen+LFPW dataset, and less than 6% on the iBug dataset). We also find that the CRMN performs slightly better than even a baseline ResNet that has over three times the number of parameters and takes over seven times more floating point operations.

4.2. CIFAR-100 and CIFAR-10 Experiments

The architecture described above has not been designed specifically for the keypoint prediction task – which is
known to be important – and yields extremely competitive results in the classification scenario as well, with minimal changes: we simply replaced the final sigmoid layer with a softmax layer, changed the pooling from a 4x4 pooling to a 2x2 pooling because of the smaller image size, and changed the learning rate schedule to one with learning rates [0.1, 0.01, 0.005, 0.001] (which is closer to the one proposed by (He et al., 2015)).

We outline our results on the CIFAR-100 dataset, along with the corresponding configurations we used (in terms of depth and width), in Table 2. Our CIFAR-10 results are presented in Table 3. In each table, we provide the other top performing methods on the respective datasets for context.
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## 5. Discussion and Conclusions

We have explored a novel deep convolutional network architecture that uses an LSTM which iterates on the increasing abstraction offered by the CNN, as opposed to a time series or a sequence as it traditionally does. Our formulation thus allows CNNs to be extended with a parallel network taking intermediate representations as input and subjecting them to alternative algorithmic manipulations of the type suitable for iterative inference and structured prediction. In a structured prediction (more specifically, keypoint detection) context, we observe that our architecture yields results comparable with the current state-of-the-art method (with only a 6-8% increase in the error), but substantially decreases the number of parameters (by around 28%). Remarkably, it radically reduces the computational cost (measured in terms of the number of floating point operations) by a factor of around 23x. This is especially significant with the advent of the adoption of deep learning techniques on mobile platforms, where models must particularly be computationally efficient because processing power is at a premium.

In addition, the proposed architecture is not tailor made to the keypoint prediction problem, and can easily be extended to the classification domain with almost no changes to the model. We have provided experiments on the standard CIFAR-10 and CIFAR-100 classification benchmarks using our proposed approach. We observed that our model yields results that are extremely competitive with the state-of-the-art in a classification context.

Other recent work has also underscored the connections between ResNets and RNNs, highlighting the potential computational advantages of using RNNs as well as the biological plausibility of such constructions (Zheng et al., 2015). Their work emphasized the potential to reduce the number of parameters of a ResNet using analogous RNNs. One of the main observations and conclusions from our work is that the additional RNN pipeline in our formulation allows the overall computation of a model to be reduced, and affords dramatically improved performance over similarly configured ResNet-only architectures.
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